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About Micro Focus StormRunner
Load



StormRunner Load is a cloud based solution that
makes it easy to plan, run, and scale
performance tests without the need to
schedule, deploy, and manage load generators

simple | smart | scalable
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Introducing StormRunner Load

Cloud based performance testing

Simple Smart Scalable

Design a load test Real time predictive analytics 1 to 5M+ VUsers

In under 10 minutes For quick problem isolation From Real world locations
minutes seconds VUsers




Rich Integrations for DevOps Tool Chain
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EI From separated teams to a single
group.
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StormRunner Load Group unification success story
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StormRunner Load Agile in General

The Agile process is managed by ALM Octane

Our Release cycle is ¥2 months from CF to CF
3 development Sprints 1 stabilization sprint
Each Sprint is 2 weeks

TL is the “Scrum” Master

Each sprint have Planning and retrospective is part of the planning. We conducting post
release retrospective in management level.


https://mqast001pngx.saas.hpe.com/ui/?p=196009/2001#/team-backlog/stories

Work Flow During Development Sprint

= Each developer is assigned to feature/features
= All Agile management is done via Octane (Feature\User Stories\Defects etc)

= Feature can be extended between sprints and sometimes releases but it is not ideal. In
general we are trying to create MMFs when feature is huge.

= Developer is the Feature Owner and in charge of the feature development, Test
Automation and Manual tests if needed and on all other aspects that need to be
considered (Documentation — working with Docs (Technical writer), DBA, Performance
— Working with Performance Engineer, Security etc)

= Feature is moving to Done after Feature Check list is approved.



Feature Check List

Feature Name <Feature Name>
Descritpion <short feature description>
Phase Tasks Status Comments Stakeholder
1Execute Coding TL
2Execute Code Review TL
3|Execute Automation TL
4|Execute Infra/Devops changes review TL/DevOPS
SExecute Strings and docs Review Docs
6Execute Functional review was reviewed by FA/SA? FA/TL/SA
7Execute UX+Graphic review UX\Graphics
8Execute complete graphics adjstuments UX\Graphics
9Execute DBA Review DBA
10Execute Security review SA/Elena
11Execute Document & send new/modified Public APIs to SA SA
12Execute Document & send new/modified 3rd parties to SA SA
13|Execute Testing The team tested the feature branch and approved the merge? QA
14|Execute Performance test TL
15Execute Monitors TL
16Execute Usage Statistics & Google Analytics TL/FA
17Execute Provide description to the writing “What’s new” FA
18Deliver Record Feature Demo TL




Performance Engineering = BACKLOG O % 42 {3 () stormRunnerLoad

{ 98outofl73 >

Backlog
FOLLOW
Phase: Done | Move to In Progress w

o 168130 | Update Max test Duration time to 99H via OC

DETAILS RELATIONS BACKLOGITEMS  COMMITS  TESTS  ATTACHMENTS HISTORY

8l
i

M & 3] Plan [£] Split Feature 4 Show Prisma Coverage  More

G) Description 4 TAGS

Description: + X

ACTUAL BEHAVIOR:
We currently can update the MAX test duration time to 99H manually only via the DB.
(Needed mostly for intensive test)

4 RELATED USERS

Lior Urbani
i Author

Yonatan Nissan

Owner

EXPECTED BEHAVIOR:
We should be able to configure MAX test duration time via the OC (Adding a feature).

Need to add to operations console the ability to define on a tenant level, the maximum time to run a test, and be able to configure it to 99H. "

Defect related - Defect 167128 - Features - We need to add the option to update Max test Duration time to 99H via OC

Benny Mizrachi

DevTest Owner

© General " " Select user
P ‘. .+ DocOwner
Global ID: OCTFT10A168130 Feature type: Business = Epic: |.E) Performance Testing - Test definition
Application modules: Branch Name: update-max-duration-ac m Team: Itzik rdapps
Last Modifier

Priority: Itemns in releases: Alphaville SRL 3.5; Beatles SRL 3.6 Source IDs:
Depends on IDs: Legacy ID:

® Trac king
Progress: Actual story pointfs: il QA Coverage:
QA Quality: = DevOps Status: 0-Mot Reguired = Graphics Status: 3-In Testing

= Doc Phase: No Docs Required G1IN Status: 0-Mot Reguired = PCoE Status: 0-Mot Reguired

Security Risk: Medium Security Status: 0-Mot Required

@ Version



erformance Engineering = BACKLOG O Y% £ {3 (@ stormRunnerLoad

Backlog

R
=
G 168130 | Update Max test Duration time to $9H via OC Phases Done | Move fo In Progress v

DETAILS RELATIONS BACKLOG ITEMS  COMMITS  TESTS  ATTACHMENTS HISTORY

+ User Story v c @ O\ "I & EI A [

@ D Severity Team @ Name Rank Owner Story points Phase Sprint Milestone Release
178031 - Itzik Planning Yonatan.. 2 Done Sprint 2 Alphaville SRL 3.5
182146 - Itzik Automation Yonatan .. 4 Done Sprint O Beafles SRL 3.6
183127 - Itzik [Tech] Functional review Yonatan.. 0O Done Sprint O Beatles SRL 3.6
183128 - Itzik @ Feature tesfing - Max Duration Benny M. 1 Done Sprint O Beatles SRL 3.6
183130 - Itzik [Tech] Record feature demo Yonatan.. 0O Done Sprint O Beatles SRL 3.6
186013 - Itzik As an operator, | wish to have a.. Yonatan.. 1 Done Sprint 3 Alphaville SRL 3.3
186014 - Itzik As an operator, | wish to be able... Yonatan.. 2 Done Sprint 3 Alphaville SRL 3.5
187018 - Itzik As an operator, | wish to be nofi... Yonatan.. 2 Done Sprint 3 Alphaville SRL 3.3
193210 Medium Itzik e Update Max duration - when m... Yonatan .. 1 Closed Sprint O Beatles SRL 3.6
193224 Medium Itzik o Meed fo adjust the OC fenants .. Yonatan.. 1 Closed Sprint 0 Beatles SRL 3.6
194078 - Itzik Change edit box of max duratio... Yonatan .. 2 Done Sprint O Beatles SRL 3.6
195001 lll High Itzik o Update max duration feature - v.. Yonatan.. 1 Closed Sprint 0 Beafles SRL 3.6
195040 Medium Itzik & e OC (Max Duration) - We get an .. Yonatan.. 1 Closed Beatles SRL 3.6
197001 Low Itzik & o OC (Max Duration) - We need fo... Yonatan.. 1 Fixed Sprint 1 Beatles SRL 3.6
197003 Medium Itzik & e ©C (Max Duration) - The Title o... Yonatan.. 1 Closed Beatles SRL 3.6
197006 Low Itzik & o OC (Max Duration) - The word "... Yonatan.. 1 Closed Beatles SRL 3.6

Total backlog items: 16



Performance Engineering | = TEAM BACKLOG 20 {3 (@ StormRunner Load
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Performance Engineering = DASHBOARD
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Performance Engineering = DASHBOARD
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Regression Sprint with unified team

= Tests are managed by User Stories in order to give the team leader the ability to
manage the sprint as regular development sprint

= The User Story define the needed tests to be done via description or attached test
using Octane

= Each team member (Developers or Test Architect) having there own Users Stories

= Qur goal is to reduce Regression sprint duration, to reach up to 95% automation and to
shorten our delivery to production cycles



I:I From monolithic deployment to
micro services and K8S use



From Local (Micro Focus) Data Center to AWS

FROM 10

Private cloud provider (SaaS DC)

Monolithic service Micro service
(Virtual Machines)

Process coding




B &

Agility Velocity Scalability

Adjustment to changing Run more faster Grow as needed

circumstances

+

[eXe)

_ ' Independency Availability
Beneflts Of mOVIng to AWS Use your own resources Stay alive all the time



How?

Docker Kubernetes Helm Kops Pipeline



Source code Image
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Ij From developer machine into
Production in “no-time”
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Local @
Branch

Coding

-

Manual
Developer
Tests

Local
Farm
Deploy

Coding

ﬁ Automatic

Deployment
Local Cl
Farm
Tests
Automation

Merge

Commit

Pull Request

Dev Branch

Scheduled Cl
Automatic
Deployment

“Regression”
automatic tests
Suite

1time adayor
manual job
launch

Scheduled Cl
Automatic
Deployment last
successful
Commit image

“FULL” automatic
tests Suite

5 times a day or
manual job
launch

Deploy Local
Farm

Automatic Tests

-

Image Creation

Commit

)



From development to Production Deployment

Master Branch

Release Branch

FF

Dev Branch




SRL-AWS-DELETE-LOCAL-FARM

SRL-AWS—DEPLOYON-PROD—FARM

SRL-AWS-PCOE-NIGHTLY-DEPLOY-AND-TESTING

SRL-COMMIT-MASTER

master Alphaville_3.5 master 44
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SRL-FULL-DEV
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From Legacy monitoring into
Modernized view to production
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Thank you.

www.microfocus.com/srl



